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Not all speed is movement

• In 2021, data was the most under-valued 
and de-glamorised aspect of AI

• Very few incentives to create good 
datasets, leading to many dataset issues



Not all speed is movement

• Significant public criticism of the field 

• Most algorithms are only evaluated on toy 
problems, and biased data

• Are we actually making any progress?

• We need to view dataset and benchmark 
creation as a science, set high quality 
standard, and reward good work



Why a new NeurIPS track?

• In 2021, out of 1903 accepted papers, only 
4(!) papers introduced new datasets, 10 
benchmarks

• New incentives (e.g. altmetrics) are difficult

• We need:

• new (old) incentives: NeurIPS papers!

• new guidelines on how to review datasets 
and benchmarks (most reviewers don’t 
know how)

• equally high quality bar as main 
conference

DATASETS AND BENCHMARKS

174 accepted papers
(out of almost 500)



NeurIPS D&B: we had to rethink the ‘rules’

● Drastically rethink established review guidelines

○  Optional single-blind review: D&B can often not be reviewed double-blind

● Datasets/benchmarks need to be hosted, may involve credentials (e.g. medical)

● Most good work was previously rejected for this reason alone

○ Data/benchmarks need standardised documentation, e.g. datasheets

● How collected? Why? Gaps? Recommended use, distribution, maintenance,…

○ Datasets need to be  accessible and well-maintained

○ Benchmarks must be fully reproducible
● Scope: also pure-code (e.g. RL environments), meta-analysis, dataset analysis

● Is this a recipe we can spread across the community? (In talks with ICML)



Reviewer guidelines
● NeurIPS checklist, guidelines on code/data submission, reproducibility checklist

● Verify that the dataset is properly documented: datasheets or similar

○ Collection, coverage, proper use must be clear 

● Verify accessibility: open formats, licence, meta-data (e.g. schema.org),...

○ Data must be publicly available (at conference time)

○ Open credentialized access for sensitive data

● Hosting and maintenance plan

● Ethical review: when flagged sent to NeurIPS ethical board, 1 was rejected

● Same high bar as main track (D&B can’t be 2nd order citizens)

○ This was most difficult since reviewer pools was less experienced

http://schema.org


Impact / Community acceptance



What didn’t work so well (yet)
● Quite a few datasets and benchmarks are no longer accessible

○ Often, not enough attention paid to hosting and maintenance
● Very inconsistent meta-data quality

○ Authors complain it’s too much work to provide detailed metadata
○ Reviewers complain there’s not enough metadata to easily evaluate submissions

● Especially: it’s hard to load datasets for evaluation/benchmarking
● Since 2025, new requirements:

○ All datasets/benchmarks have to be hosted
● Any established platform (HF, Dataverse, OpenML, Kaggle) or self-hosted

○ All datasets need consistent metadata: Croissant standard
● Auto-generated by platforms, supports (mostly) automated data loading



Croissant: breaking the silos

• Common standard for ML data sharing

• Developed by OpenML, Google, Hugging 
Face, and Kaggle

• Adopted by NeurIPS, Dataverse, Google 
Dataset Search,...

• Allows exchange of datasets between 
platforms, and automates the loading of 
data in many ML libraries

• 700k datasets in Croissant format 

But what about benchmarks?
• Work ongoing on croissant-tasks/evals to 
describe benchmarks 

• Do we need ‘benchmark cards’ (like data/model 
cards)?



Did it help authors?



Did it help authors?



Definitely yes Definitely no

Did it help authors?



Definitely yes Definitely no

Did it help authors?



Did it help reviewers?

Definitely yes Definitely no



Did it help reviewers?

Definitely yes Definitely no



Looking back: what did we learn from the submissions 
themselves?

By topic (2021) By type (2021)

• Many submissions are meta-analysis papers! Let’s look at a few…



Meta-analysis work

• Most AI communities are evolving to using 
fewer datasets, not more

• Benchmarks become less generalisable

• Biases, ethical issues are amplified

• E.g. ImageNet, MS-Celeb-1M,…

• It becomes harder to introduce truly novel 
research

• Datasets ‘migrate’ from intended purpose

• Most of these datasets originate from the most 
well-funded institutes

• LLM benchmarks may be a (recent) exception, 
due to rapid saturation



• Most of these datasets originate from 
the most well-funded institutes

• Got misinterpreted…

• Still, datasets should represent  the 
values of entire community

Meta-analysis work



• We need to:

• Encourage ML researchers to develop 
more datasets

• Shift incentive structures to reward and 
value data work

• Allow people in less-resourced institutes 
to create high-quality datasets

• Scientific rigor: less SOTA chasing, 
include qualitative and quantitative 
evaluation beyond top-line benchmarks

Meta-analysis work



Example: label noise

• Many datasets have significant levels of label 
noise (around 3%)

• Especially crowdsourced ones, e.g. ImageNet 
(6%)

• Correcting labels leads to simpler models that 
generalise better

• Reducing label noise by only 6% makes 
ResNet-18 outperform ResNet-50 on 
ImageNet

• We need better measures for data quality

• More (semi-) automated techniques to detect 
data quality issues



Counter-example

● Model rankings are preserved even if you 
improve datasets

● ImageNot: Dataset with same size and 
#classes than ImageNet, but completely 
different images and more noisy labels 
(sourced from LAION-7B)
○ Performance is lower, ranking 

remains
● ML benchmarks seem to have external 

validity: benchmark results do translate to 
real-world scenarios

● Benchmarks that produce robust model 
ranking should be considered effective

● Noise level doesn’t seem to matter, 
biases do



Data-driven dataset creation?

● DataPerf: Fix the models, try to improve 
the data



Rethinking benchmarks

• Progress on benchmarks doesn’t say 
much about progress towards general 
areas of intelligence

• Claims go far beyond what datasets 
are designed for

• Data is US/EU centric, labels may 
mean different things, biases

• Benchmarks don’t measure language 
understanding in general



Rethinking benchmarks

• All benchmarks should have concrete, 
well-scoped tasks

• Explore alternative evaluation methods

• Energy consumption, stability against 
perturbations,…

• Analyse which aspects remain 
challenging, system biases

• Do ablation testing to measure 
pros/cons, not 1 best overall model
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Evaluating LLM capabilities

● Many LLM benchmarks 
measure LLM ‘capability’

○ But what does that mean?
○ How does it relate to 

human capabilities?
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ADeLe (Annotated 
Demand Levels)

● Gather all LLM 
benchmarks, and rate 
every question on which 
capabilities are needed 
(using LLM judge)

● Rate on 0-5 levels
○ 5 = ‘human expert’

AI capability evaluation
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Compare LLMs

AI capability evaluation

● Newer models have higher abilities 
than older ones, but not monotonic 
for all abilities.

● Knowledge dimensions are limited 
by model size and distillation 
processes

● Reasoning, learning and abstraction, 
and social capabilities, are boosted 
by chain-of-thought, 
inference-heavy models



WHY

HOW 
to build

WHAT
to do

Better open data for better AI 
Good standards/quality

Openness (access+contribute)

New
incentives Organization 

to manage 
this?

Support 
platformsBest practices / 

RFCs

Advocacy
evangelists

Events: 
hackathons, 
workshops,

tracks

Trainings:
how to build 

good datasets

Data journals 
(e.g. DMLR)

      Data trusts?

SIG for Data

Mailing list / 
slack

NeurIPS D&B:
Require better 

metadata, data loaders 
for reproducibility

Talk to people
Building infra in 
AI companies

Build infra for 
10x faster data 

loading

Competitions, 
Leader boards

Build infra for 
data discovery/ 

easy loading

Asilomar Brainstorm 
how to improve data 
and benchmarks?



Ragas Brainstorm: Where is benchmarking going?

Also: a tool to 
check papers 
for eval gaps

https://minixc.github.io/measuring-what-matters/
https://minixc.github.io/measuring-what-matters/
https://minixc.github.io/measuring-what-matters/


Into the agentic era 
Can LLMs help discover and use data, and evaluate models?

?



Eclair: help AI agents work with datasets
• Model-Context Protocol (MCP) Server for datasets

• Croissant format: machine-readable dataset descriptions

• Provides tools to LLMs: search, understand, download datasets

Vanschoren et al., GitHub 2025

Akhtar et al. 2024, NeurIPS 2024

https://github.com/mlcommons/croissant/tree/main/eclair
https://neurips.cc/virtual/2024/poster/97627


Demo
Vanschoren et al., GitHub 2025

Akhtar et al. 2024, NeurIPS 2024

https://github.com/mlcommons/croissant/tree/main/eclair
https://neurips.cc/virtual/2024/poster/97627
https://docs.google.com/file/d/1udUkVMFts9A6gJMav3BAbk-4LAtC0vSD/preview


Eclair
• Loads dataset correctly(!) and can run interactive analyses. Example.

• Can also automatically build (simple) models

Vanschoren et al., GitHub 2025

Akhtar et al. 2024, NeurIPS 2024

https://colab.research.google.com/drive/1XOSkVsmcX-cxpBfVrIIh3HSIW5nDU1ir#scrollTo=01ad8276
https://github.com/mlcommons/croissant/tree/main/eclair
https://neurips.cc/virtual/2024/poster/97627


Benchmark design

● Benchmarking suites

○ Start with a large set of datasets (e.g. OpenML)

○ Define strict set of constraints

○ Retrieve and test models on all matching datasets

○ Gather results from different researchers in a central place (e.g. OpenML)

● Offers a way to really use benchmark suites and converge to well-defined 
accepted suites

● Are meant to be dynamic: evolve with new datasets joining over time



Benchmark design

● Benchmarking suites



Benchmark design

● Example: OpenML-CC18
○ meant to be practical

● Classification only
● 72 datasets
● Contain missing values and categorical 

features
● Medium-sized (500-100000 observations, 

<5000 features after one-hot-encoding)
● Not unbalanced
● No groups/block/time dependencies
● No sparse data

● Some more subjective criteria (see paper)

● 3.8 million results:



Deadline 10th of October. Submission is abstract-only.

https://sites.google.com/view/benchmarking-and-evaluating-ai



Thank you!


